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Abstract—A decision tree algorithm(ID3) may give good result 
when we process label data as input. In ID3 we give more data 
as input then it will give efficient result. With this method the 
complexity of ID3 is high. To reduce complexity we need to 
process less data as input and get efficient result. So for that 
we apply transduction to ID3. Here we use Naive Bayesian 
classifier to select the input data. By changing this method for 
selecting the input data can give better results than traditional 
ID3 when we compare accuracy as parameter 
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I. INTRODUCTION 
Now a day’s learning algorithms face a major problem i.e. 
lack of sufficient labeled data. For that we oftenly need a 
learning algorithm to train the machine with the small 
amount of labeled data. In real world the unlabeled data is 
available in large volume. But availability of labeled data is 
very small. So we can give labels for those unlabeled data 
by considering the small amount of labeled data. In this 
paper we focus on the decision tree algorithm. It is also 
known as ID3. For ID3 we give more training data as input 
then it gives the efficient results. Whenever the input data 
is high then the complexity is also high. So to reduce the 
complexity we need to process the small amount of training 
data as input to get better results. This can be achieved by 
applying transduction to ID3. Here mainly we focus on the 
selection of training data which is processed as input to 
ID3. We use naïve Bayesian algorithm to select the training 
data from the data set. 
 

II    INRODUCTION TO AREA OF WORK 
       Machine Learning can be defined as to improve the 
efficiency of the system or machine by learning or training 
with some complex, critical data sets. Machine Learning 
can be classified as Supervised Learning, Unsupervised 
Learning and semi supervised learning. 
 
Supervised Learning: Supervised Learning is also known 
as Classification. In this we already have the Predefined 
training data to classify the test data. Here training data is 
nothing but the data which was already classified or the 
data with labels. Training data is nothing but known data. 
Test data is the data which will go to be classified by the 
training data. Test data is also known as Unknown data or 
unlabeled data. In Classification the process should be done 
in two steps. In first step we build a model or classifier to 
classify the test data based on the training data. In second 
step the classifier classify the test data. 

Unsupervised Learning: Unsupervised learning is also 
known as clustering. In this we cannot use any train data. 
We use some statistical methods to cluster the unknown 
data. Here we cluster the data which is similar. But the 
attributes in one cluster may differ from the attributes of 
another cluster. 
 
Semi-supervised Learning: Semi supervised learning is 
another type of machine learning. Semi supervised learning 
is half way between supervised and unsupervised learning. 
The main reason of evolving semi supervised learning is to 
overcome the drawbacks of both supervised and 
unsupervised learning. In supervised learning we need 
more train data to classify the test data. The designing of 
train data is cost effective and time consuming. In 
unsupervised learning we cannot cluster the unknown data 
accurately. To overcome the above problems the semi 
supervised learning is evolved here. By considering small 
amount of train data can label the unknown (or) test 
data.Semi supervised learning is two types. Semi 
supervised classification and Semi supervised clustering. 
 
Semi-Supervised Classification: semi supervised 
classification is a special case of classification. Generally in 
classification we use more training data to classify the test 
data. But in semi supervised classification we use less train 
data to classify the large amount of test data. By using this 
semi supervised classification we reduce the usage of the 
training data. Presently more unknown or unlabeled data 
available in the market but the labeled data is not much 
available in the market. Because to design of the training 
data is cost effective and time consuming.   
 
Semi Supervised Clustering:Semi supervised clustering is 
a special case of clustering. Generally in clustering we use 
unknown data for clustering. But in semi supervised 
clustering we use both labeled data and unlabeled data is 
used as pair wise constraints to cluster the unlabeled data. 
 
Learning-paradigms: 
1. Transductive Learning: 
Transductive learning is one of the learning paradigms. 
Whatever the teacher told the methods in class room that 
methods only gave homework to students. Transductive 
Learning cannot handle the unseen the data. 
Ex: Take home exam. 
2. Inductive Learning: 
Inductive Learning is the one of learning paradigms. 
Whatever the teacher told the methods in class room that 
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methods not gave for class exam to the students. Inductive 
Learning Can handle the unseen data. 
Ex: Take class exam. 
3.Deductive Learning: 
Deductive Learning is the one of the learning paradigms'. It 
will works on already proved formulas and it can give exact 
result.     Ex: y=mx+c. 
 

III   DEFINITIONS 
Class labels: Class labels can be used for Identification 
purpose. Normally it consist of Positive and Negative 
labels. 
Training set: Training set is also known as Labeled set. 
The Size of Training set is L, and It is a Collection of Both 
Positive and Negative Labels. 
Test set: Test set is also known as Unlabeled set. The Size 
of Test set is U, and It is also a Collection of Both Positive 
and Negative Labels. 
Classification Accuracy: This is Calculation Accuracy 
over the unlabeled set. The Classification Accuracy on 
given Unlabeled set (test set) is the Percentage of 
Unlabeled set patterns or Tuples that are Correctly 
Classified by the Classifier. 
 

IV HOLD OUT METHOD AND RANDOM SUB SAMPLING 
Hold out method is used to select the training data from 
data set. By using this we can divide the two by third part 
of the data as training set and one by third part of the 
dataset as test set. The training set can build the model. By 
using this model we can estimate the accuracy of the test 
set. Random sub sampling is the method of repeating the 
hold out method. The final accuracy is taken by the average 
of each hold out iteration accuracies.  

 
Fig.1: model for estimating accuracy using hold out 

 
V  PREPROCESS OF TRAINING DATA 

The steps taken to preprocess the training data are 
1. Select the training and test data sets by applying 

holdout method to the dataset. Training data as 
two by third of the data set and remaining as the 
test set. 

2. Apply naive Bayesian algorithm to the training 
data to preprocess it. 

3. Design the decision tree by considering the 
preprocessed training data as input. 

VI     NAIVE BAYESIAN ALGORITHM 
Naïve bayes is the one of the eager learner. In this a model 
is build based on the training data to estimate the accuracy 
of the test set. The working procedure of Naïve Bayesian 
algorithm is as follows. 

i. Let D be a training set of tuples and their 
associated class labels. Tuple is represented 
by X. 

ii. Suppose that there are  m classes, and 
assigned as C1, C2, : : : , Cm. consider a tuple 
X, the classifier predicts that tuple X belongs 
to the class having the highest posterior 
probability, conditioned on X. i.e. the 
classifier predicts that tuple X belongs to the 
class Ci if and only if 
P(Ci/X) > P(Cj/X) for 1 <=j <= m; j != i. 

 
Then we maximize P(Ci/X), by using bayes 
theorem 

     P(Ci/X) =(P(X/Ci)P(Ci))/P(X). 
iii. Here P(X) is constant for all classes. So, to 

maximize P(Ci/X) we need to maximize the  
P(X/Ci)P(Ci). The class prior probabilities are 
estimated by P(Ci)=|Ci,D|/D, where |Ci,D| is 
the number of tuples of class Ci in D. 

iv. If the given datasets have many attributes, it 
would be very complex to calculate (P(X/Ci). 
to reduce the complexity in evaluating 
(P(X/Ci) class conditional independence is 
made. 
P(X/Ci) =n� P(xk/Ci) 

           k=1 
     = P(x1/Ci)*P(x2/Ci)*……*P(xn/Ci). 

v. In order to predict the class label of X,  
P(X/Ci)P(Ci) is evaluated for each class Ci . 
the predicted class label of tuple X is the class 
Ci if and only if P(X/Ci)P(Ci) > P(X/Cj)P(Cj) 
for 1 <=j<=m, j!=i 

vi. In other words the predicted class label is the 
class Ci for which P(X/Ci)P(Ci) is maximum. 
 

VIII    EXTRACTING OF BEST FEATURES BY NAÏVE 

BAYESIAN ALGORITHM 
The working procedure is as follows. 

i. Let D be the dataset consisting of N tuples. 
ii. List out all the tuples consisting with each 

label. 
iii. Find the probability of occurrence to each 

tuple with each label. 
iv. List out all the tuples which can give 

maximum probability value. i.e. the selected 
tuples have most probable occurrences in the 
dataset. 

v. In the above manner we select the training 
data which is processed as input for ID3. 

VII ALGORITHM FOR CONSTRUCTING DECISION TREE 

USING ID3 
i. D be the dataset of consisting the selected 

tuples that are selected by naïve Bayesian 
algorithm. 

ii. Create a node N. 
iii. If tuples in D are of same class C, then return 

N as leaf node and labeled with class C. 
iv. Else apply attribute selection method to find 

best splitting criterion. 
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v. Label node N with splitting criterion. 
vi. (a).if the splitting attribute is discrete valued 

then multi way splitting is allowed. 
(b). if the splitting attribute is continuous valued 
then the splitting is as follows.  A<=split-point and 
A>split-point. 
(c). if the splitting attribute is discrete and binary 
then it has two split points. 
 if the outcome has no splitting criteria then assign 
label for it. 

vii. Else repeat the above procedure until the tree 
does not have splitting region. 

 
IX.   EXPERIMENTAL RESULTS 

The five standard data sets with testing experiments 
on algorithms are organized . The five data sets are 
present in UCI Machine Learning Repository [13]. 
Those are listed below. 

TABLE I Data-sets with no. of features, labeled and 
unlabeled 

 
Note: same data-sets are used in the classifiers that are used 
for the comparison purpose  are listed as graph in cut, 
randomized graph min cut, 3-NNC and ID3. We select 
these methods for comparison because all these are similar 
to the method described in this paper. 

 
TABLE II CA (%) FOR VARIOUS 
CLASSIFIERS 

Data set 
graph 

mincut-
±opt 

Rand. 
graph 
mincut 

spectral 
graph 

partitioni
ng 

3-
NN
C 

ID3 

Transduct
ive 

decision 
tree 

VOTING 90.4 90.3 87.9 
88.
7 

89.3 90.5 

MUSH 96.8 94.3 91.7 
91.
0 

93.2 96.9 

INO 81.7 82.9 79.8 
69.
6 

88.5 90.1 

BUPA 59.2 63.6 61.7 
52.
5 

55.4 62.3 

PIMA 72.4 67.6 67.8 
68.
2 

69.8 73.2 

 
By using the table II the below graph is plotted. 
where the values of  X axis indicates the datasets 
whatever present in the above table II. Y axis  
indicates the classification accuracy retrieved by 
each algorithm. 
 

 
X     CONCLUSION 

The same as  on top of indicated methodology will give 
better result and reduces the time and space complexities 
for decision tree. Because whenever the no of inputs are 
reduced then automatically complexity reduces. 
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